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RBA-Exact: 
optimal adversarial example

RBA-Approx:
only consider subset of 50-100 
regions containing training pts 
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Comparing Attacks

Measure distance to 
closest adversarial example
for examples in the test set

Lower == better attack
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Comparing Attacks

Our attacks are 2-3x better

Cheng, Le, Chen, Yi, Zhang, Hsieh. Query-efficient Hard-label Blackbox Attack: An Optimization-based Approach. ICLR 2019.
Papernot, McDaniel, Goodfellow. Transferability in Machine Learning: From Phenomena to Black-box Attacks Using Adversarial Samples. 2016



Comparing Attacks cont.

RFs are much harder to attack



Improving robustness via separation
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Gottlieb, Kontorovich, Krauthgamer. Efficient Classification for Metric Data. IEEE Transactions on Information Theory, 2014.
Kontorovich, Weiss. A Bayes Consistent 1-NN Classifier. AISTATS 2015

Adversarial Pruning

Computing Pruned Dataset

Bipartite maximum matching via 
Hopcroft-Karp algorithm (1973)

Graph 𝑛 vertices and 𝑚 edges, 
running time 𝑂(𝑚 𝑛 )



Distance in 
feature space
after PCA to 
25 dimensions





Evaluating defenses

Chen, Zhang, Boning, Hsieh. Robust Decision Trees Against Adversarial Examples. ICML 2018.
Wang, Jha, Chaudhuri. Analyzing the Robustness of Nearest Neighbors to Adversarial Examples. ICML 2018.
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Evaluating defenses Baseline: Chen et al ICML’19
RS = Robust splitting

Chen, Zhang, Boning, Hsieh. Robust Decision Trees Against Adversarial Examples. ICML 2018.
Wang, Jha, Chaudhuri. Analyzing the Robustness of Nearest Neighbors to Adversarial Examples. ICML 2018.

Higher == better defense



Our defense (AP)
increases necessary
perturbation distance



Our defense (AP)
increases necessary
perturbation distance

Downside:
Reduces accuracy 



Theoretical justification:

Robust analogue of Bayes Optimal
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Follow-up Theory [Bhattacharjee, Chaudhuri 2020]

They prove that Adversarial Pruning + 𝑘-NN or kernel classifiers 
converges toward optimally robust and accurate classifiers 
(under certain conditions)



What about neural networks?

Can we get robustness + accuracy?



Separation of real datasets

pairwise 𝑳∞ distance

MNIST CIFAR-10 SVHN ResImageNet
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For separated data
there always exists
a classifier that is

- Accurate
- Robust
- Locally Lipschitz
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Perfect accuracy & robustness, at least in theory

Locally Lipschitz:

A function 𝑓 is 𝐿-Locally Lipschitz in a radius 𝑟 around 𝑥
if for all 𝑥’ s.t. 𝑑(𝑥, 𝑥’) ≤ 𝑟, we have 𝑓 𝑥 − 𝑓 𝑥’ < 𝐿 · 𝑑(𝑥, 𝑥’)

Key idea behind all (provable) results for adversarial robustness

Hein, Andriushchenko. Formal Guarantees on the Robustness of a Classifier Against Adversarial Manipulation. NeurIPS 2017.
Cohen, Rosenfeld, Kolter. Certified Adversarial Robustness via Randomized Smoothing. ICML 2019.
Salman, Yang, Li, Zhang, Zhang, Razenshteyn, Bubeck. Provably Robust Deep Learning via Adversarially Trained Smoothed Classifiers. 

NeurIPS 2019.
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Key idea behind all (provable) results for adversarial robustness

Lemma. If 𝑓 is 𝐿-Locally Lipschitz, then g = sign(𝑓) is 

robust at 𝑥 whenever |𝑓 𝑥 | ≥
1

𝐿𝑟
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Perfect accuracy & robustness, at least in theory

Theorem. If data is 2r − separated, there always exists a 
classifier that is perfectly robust and accurate, based on a 
function with local Lipschitz constant 1/𝑟.

𝐗−

𝐗+
2r



Perfect accuracy & robustness, at least in theory

Theorem. If data is 2r − separated, there always exists a 
classifier that is perfectly robust and accurate, based on a 
function with local Lipschitz constant 1/𝑟.

Lemma → Robust + Accurate if

Proof. Classifier:                      where



Robustness is more convoluted...

Adversarial Training:

Gradient Regularization:

TRADES:

Madry, Makelov, Schmidt, Tsipras, Vladu. Towards Deep Learning Models Resistant to Adversarial Attacks. ICML 2018.
Finlay, Oberman. Scaleable Input Gradient Regularization for Adversarial Robustness. 2019.
Zhang, Yu, Jiao, Xing, Ghaoui, Jordan. Theoretically Principled Trade-off Between Robustness and Accuracy. ICML 2019.



CIFAR-10 Results



Conclusion

New attacks + defense for 𝑘-NN, DT, RF

Theory for well-separated data and local Lipschitzness

Q1: Better attack/defense for Random Forests?

Q2: How to achieve high accuracy AND robustness?

Q3: Beyond local Lipschitzness for provable robustness?



Thanks!

@CyrusRashtchian

Cyrus Rashtchian

www.cyrusrashtchian.com

UCSD

new blog:  ucsdml.github.io

http://www.cyrusrashtchian.com/




Restricted ImageNet Dataset (1.3M Images)

Tsipras, Santurkar, Engstrom,Turner, Madry. Robustness May Be at Odds with Accuracy. ICLR 2019.



Separation of real datasets
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CIFAR-10

MNIST

𝑳∞
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MNIST Results



ResImageNet Results
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NP Hard for RFs

Reduction from 3SAT

# clauses = # trees 

(depth 3)

To find any adversarial example

RF outputs True

if and only if 

formula is SAT

[Kantchelian, Tyger, Joseph ICML’16]

+1  if clause is True 
-T   if clause is False


